Estimation of Solvation Entropy and Enthalpy via Analysis of Water Oxygen–Hydrogen Correlations
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ABSTRACT: A statistical-mechanical framework for estimation of solvation entropies and enthalpies is proposed, which is based on the analysis of water as a mixture of correlated water oxygens and water hydrogens. Entropic contributions of increasing order are cast in terms of a Mutual Information Expansion that is evaluated to pairwise interactions. In turn, the enthalpy is computed directly from a distance-based hydrogen bonding energy algorithm. The resulting expressions are employed for grid-based analyses of Molecular Dynamics simulations. In this first assessment of the methodology, we obtained global estimates of the excess entropy and enthalpy of water that are in good agreement with experiment and examined the method’s ability to enable detailed elucidation of solvation thermodynamic structures, which can provide valuable knowledge toward molecular design.

INTRODUCTION

In silico approaches aimed at the analysis of structural and thermodynamic properties of water have in recent years shown promise as tools to aid ligand design. The palpable interest in these methods is naturally linked to the key role that water plays in most biophysical processes, which can in principle be elucidated through information extracted from solvated structural dynamics. Indeed, we have previously developed and reported a novel approach yielding detailed time-averaged solute and solvent structures that have been used to reveal relevant insights pertaining to biomolecular mechanisms and, more importantly, have facilitated rational ligand design. Yet, further development of this approach, aimed at bridging the gap between structure-free energy relationships within the context of solvation-based analyses, is a necessary advancement toward more efficient drug discovery.

Several methods have been proposed for estimation of thermodynamic quantities from solvation dynamics, which are either rooted in Inhomogeneous Solvation Theory (IST)2–8 (GIST,9,10 STOW,11 WaterMap,12,13 and others14,15) or alternate statistical mechanical fundamentals (3D-RISM,16 GCT,17 SZMAP,18 and WATsite19). Although these approaches show great potential for expediting ligand design, their systematic use has been largely hampered by the limited accuracy of the resulting solvation thermodynamic quantities. The latter may be in part due to the apparent drawbacks of some of these methodologies, which include the following:

1) The use of fixed-solute simulations to study solvation dynamics,2–9,12,17 which may lead to nonrepresentative solvation structures for flexible systems, and can mask inconsistencies in the system/simulation setup.
2) The study of high-occupancy hydration sites only,12,14,19,20 disregarding low-occupancy solvation and its corresponding solvation thermodynamics; the latter contribution can have critical impact on ligand design and optimization.
3) The demanding computational effort required to properly evaluate second order solvation entropy terms (e.g., for implementations derived from IST2–9,11), difficulty that escalates upon estimation of third and higher order correlations.

This work is part of an ongoing effort aimed at further developing solvation dynamics-based methodologies toward increasingly dependable and efficient tools for drug design.

We present here a new theoretical platform for calculating water entropy, in which increasing order contributions are expressed in terms of a Mutual Information Expansion21 (MIE). This treatment allows for the straightforward discretization of space, leading to an efficient, grid-based, all-density occupancy algorithm for analysis of solvent structures extracted from flexible solute simulations. The proposed entropy formulation is centered on the breakdown of water thermodynamic structures, which can provide valuable knowledge toward molecular design.
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into a mixture of correlated oxygens and hydrogens, a perspective initially prompted by the mobile nature of water’s constituent atoms. This approach entails handling only relative atomic positions, thus offering a more tractable way to compute solvation entropies relative to the practice (as in IST implementations) of estimating distinct terms for the translational and orientational entropy of water molecules.

Water enthalpy values are also computed within this grid-based analysis protocol. In brief, nonbonded interactions between waters are approximated by their corresponding hydrogen bonding energies. Free energies are then calculated as the sum of entropic cost and the enthalpic contributions.

Overall, the methodology introduced provides both a global estimate and a detailed structural description of the solvation entropy, enthalpy, and free energy of a system.

As a key validation step, the proposed thermodynamics expressions were used to compute global estimates of the excess enthalpy and entropy of pure water under physiological conditions. The ability of our method to portray local solvation conditions relevant to biological systems. To this end, we propose \(\Delta S_{\text{solv}}\) expressions that are cast in terms of normalized probability densities (relative to bulk), denoted by \(\bar{\rho}\) (as described in Appendix A, Supporting Information). Note again that calculation of solvation entropy differences ensures cancellation of the constant contribution to \(S_{\text{solv}}\) arising from the last term in eq 2.

Below, we derive expressions for \(\Delta S_{\text{solv}}\) in which water is considered as a mixture of \(N\) oxygens (\(x\)) and \(2N\) correlated hydrogens (\(y\)), whose reference state corresponds to a uniform distribution of oxygens and hydrogens. For this case

\[
\Delta S_{\text{solv}} = -k_B \int \bar{\rho}(x, y) \ln(\bar{\rho}(x, y)) \, dx \, dy + k_B \ln(C)
\]

where \(k_B\) is the Boltzmann constant, and the last term is a constant that eliminates the units of the probability density inside the logarithm and cancels out exactly upon computing differences in entropy.

By virtue of the conditional probability law, \(\rho(A, B) = \rho(A | B)\rho(B) = \rho(B | A)\rho(A)\), eq 1 can be denoted as

\[
S = -k_B \int \rho(A, B) \ln(\rho(A, B)) \, dA \, dB + k_B \ln(C)
\]

The first term corresponds to the entropy of the solute degrees of freedom, whereas the second term has been elegantly interpreted by Zhou and Gilson as the entropy of the solvent degrees of freedom (\(A\)) averaged over the equilibrium distribution of the solute degrees of freedom (\(B\)). Thus, eq 2 can be further cast as the sum of separate contributions to the entropy arising from motions of the solute molecules (\(S_{\text{solute}}\)) and from motions of the solvent (\(S_{\text{solv}}\)) due to the presence of solute:

\[
S = S_{\text{solute}} + S_{\text{solv}}
\]

The first and second terms in eq 2 are entirely included in \(S_{\text{solute}}\) and \(S_{\text{solv}}\), respectively. This work does not consider the estimation of \(S_{\text{solute}}\) in eq 3. For that purpose, the reader is referred to previous research relevant to the estimation of configurational entropies.

We are primarily concerned with computing solvation entropy differences (\(\Delta S_{\text{solv}}\)) relative to the bulk solvent at conditions relevant to biological systems. To this end, we propose \(\Delta S_{\text{solv}}\) expressions that are cast in terms of normalized probability densities (relative to bulk), denoted by \(\bar{\rho}\) (as described in Appendix A, Supporting Information). Note again that calculation of solvation entropy differences ensures cancellation of the constant contribution to \(S_{\text{solv}}\) arising from the last term in eq 2.

Below, we derive expressions for \(\Delta S_{\text{solv}}\) in which water is considered as a mixture of \(N\) oxygens (\(x\)) and \(2N\) correlated hydrogens (\(y\)), whose reference state corresponds to a uniform distribution of oxygens and hydrogens. For this case

\[
\Delta S_{\text{solv}} = -k_B \int \bar{\rho}(x, y) \ln(\bar{\rho}(x, y)) \, dx \, dy + k_B \ln(C)
\]

where \(r\) and \(p\) respectively, correspond to the Cartesian coordinates and momenta of all oxygens (\(x\)) and hydrogens (\(y\)) in the system. The normalized joint probability density \(\bar{\rho}\) is a function of all degrees of freedom of the solvent atoms, whereas \(\rho_{\text{bulk}}\) can be computed as the product of the marginal bulk probability density of all such quantities.

When the dynamics of a system is modeled via a Hamiltonian in Cartesian coordinates (as is usually the case for MD simulations), the momentum and spatial contributions are uncorrelated; i.e., the kinetic and potential energy terms depend only on the momenta and the spatial coordinates, respectively. Therefore, eq 4 can be separated into

\[
\Delta S_{\text{solv}} = -k_B \int \bar{\rho}(x, y) \ln(\bar{\rho}(x, y)) \, dx \, dy + k_B \ln(C)
\]

Furthermore, given that the momentum term depends only on temperature and the weighted atomic mass \(m = \left(\sum m_i \bar{\rho}_{i}\right) / \bar{\rho}_{\text{bulk}}\) computed from all atoms in the system (which is invariant to changes in the number of waters) (27), the last term in eq 5 is negligible for thermostated simulations. Moreover, this term cancels out when taking differences relative to the reference bulk state. Thus, with \(r_x = \{r_{1x}, ..., r_{N_x}\}\) and \(r_y = \{r_{1y}, ..., r_{2N_y}\}\), we obtain

\[
\Delta S_{\text{solv}}(r_x, r_y) = -k_B \int \bar{\rho}(r_x, r_y) \ln(\bar{\rho}(r_x, r_y)) \, dr_x \, dr_y
\]

In this work, we estimate the solvation entropy defined by eq 6 in terms of increasingly higher order terms of the Mutual Information Expansion for this quantity, as adopted from the formulation proposed by Matsuda and Killian. For this purpose, we

\[
S^{(0)}(\alpha_1, ..., \alpha_m) = \sum_{i=1}^{m} S_i(\alpha_i) - \sum_{C} \sum_{i=1}^{m} I_2(\alpha_i, \alpha_j)
\]

\[+ \sum_{C} \sum_{i=1}^{m} I_2(\alpha_i, \alpha_j, \alpha_k) - \sum_{C} \sum_{i=1}^{m} I_3(\alpha_i, \alpha_j, \alpha_k) + ...
\]

where \(D\) is the order of the truncation in the entropy expansion, \(I\) is the mutual information (MI), variables \(\alpha\) are the degrees of freedom defining the probability density functions (e.g., positions, angles, torsions), and \(C\) are all distinct order \(d \leq D\) combinations of \(n\) degrees of freedom.
Expansion of \( \Delta S_{\text{solv}} \) based on eq 7 leads to:

\[
\Delta S_{\text{solv}} \equiv S^{(D)}(r_{i\text{ns}}, r_{i}) = \sum_{i=1}^{N} S_i(r_{i\text{ns}}) + \sum_{i=1}^{2N} S_j(r_{i}) \\
- \left[ \sum_{C_2} I_2(r_{i\text{ns}}, r_{j}) + \frac{1}{2} \sum_{C_2} I_2(r_{i\text{ns}}, r_{j}) \right] \\
+ \frac{1}{2} \sum_{C_2} I_2(r_{j\text{ns}}, r_{j}) + O(3) + ...
\]

(8)

The first and second summations of eq 8 correspond to the marginal \( S_i \) entropies, which collectively represent an upper bound on the entropy.\(^{21}\) The 1/2 factor preceding the second and third pairwise MI \( I_2 \) summations prevents double counting of correlations of the same species.

Eq 8 can be directly expanded in terms involving joint probability distributions:

\[
\Delta S_{\text{solv}} \equiv S^{(D)}(r_{i\text{ns}}, r_{i}) = -k_B \rho_{\text{bulk}}(r_i) \int \rho(r_{i\text{ns}}) \ln \rho(r_{i\text{ns}}) d\mathbf{r}_{\text{ns}} + \\
- \int \rho(r_{i\text{ns}}) \ln \rho(r_{i\text{ns}}) d\mathbf{r}_{\text{ns}} \rho(r_{i}) d\mathbf{r}_i + \ldots + \int \rho(r_{i\text{ns}}) \ln \rho(r_{i\text{ns}}) d\mathbf{r}_{\text{ns}} \rho(r_{i}) d\mathbf{r}_i
\]

\[
+ k_B \rho_{\text{bulk}}(r_i) \int \rho(r_{i\text{ns}}) \ln \rho(r_{i\text{ns}}) d\mathbf{r}_{\text{ns}} + \ldots + k_B \rho_{\text{bulk}}(r_i) \int \rho(r_{i\text{ns}}) \ln \rho(r_{i\text{ns}}) d\mathbf{r}_{\text{ns}}
\]

\[
- \int \rho(r_{i\text{ns}}) \ln \rho(r_{i\text{ns}}) d\mathbf{r}_{\text{ns}} \rho(r_{i}) d\mathbf{r}_i + \ldots + \int \rho(r_{i\text{ns}}) \ln \rho(r_{i\text{ns}}) d\mathbf{r}_{\text{ns}} \rho(r_{i}) d\mathbf{r}_i
\]

(9)

Eq 9 is a general expression for calculation of \( \Delta S_{\text{solv}} \) referenced to water as a mixture of two monatomic fluids. For completeness, Appendix B, Supporting Information offers a MIE-based formulation akin to the one presented in eq 9, resulting from considering water as a polyatomic molecule. The latter may be of interest to researchers studying implementations derived from or related to IST. Moreover, it is anticipated that further exploration of the derivation shown in Appendix B, Supporting Information will lead to entropy formulations closely reminiscent of those proposed by IST.

We now formulate discrete expressions that allow estimation of \( \Delta S_{\text{solv}} \) from eq 9, via analysis of MD simulations.

**Solvent Entropy – Discrete Expressions.** Capitalizing on the indistinguishable nature of the oxygen and hydrogen atoms comprising the solvent, it is recognized that the marginal contribution to the solvation entropy, computed as the sum of the integrals over phase space of all individual particles \( \text{(e.g., } N \text{ particles for oxygen; see term 1 in eq 9), can be computed via the Riemann sum of the solvation entropy contributions of all individual volume elements (e.g., voxels) used to discretize the simulation space. For instance, the term corresponding to the oxygen marginal translational solvation entropy in eq 9 can be denoted as**

\[
-k_B \rho_{\text{bulk}}(r_i) \int \rho(r_{i\text{ns}}) \ln \rho(r_{i\text{ns}}) d\mathbf{r}_{\text{ns}} + \ldots + \int \rho(r_{i\text{ns}}) \ln \rho(r_{i\text{ns}}) d\mathbf{r}_{\text{ns}}
\]

\[
= -k_B \rho_{\text{bulk}}(r_i) \sum_{k=1}^{K} \int \rho(r_{i\text{ns}}) \ln \rho(r_{i\text{ns}}) d\mathbf{r}_{\text{ns}}
\]

(10)

where \( k \) is the voxel index, \( K \) is the total number of voxels, \( \rho_{\text{bulk}}(r_{i\text{ns}}) \) is the bulk density of oxygen in \( \text{Å}^{-3} \), \( V \) is the voxel volume \( \text{(in this work, it is equal for all voxels) in } \text{Å}^3 \), and \( \rho(r_{i\text{ns}}) \) is the normalized probability density of finding an oxygen atom \( \text{(x)} \) at position \( \mathbf{r} \) within voxel \( k \).

For small voxel sizes such as the one employed in this work \( \text{(i.e., } [0.5 \text{ Å}]^3) \), it is reasonable to assume that the variation in the probability density within each of these subregions is small.\(^9\) As a result, the integral over each voxel can be represented by its average value, and the right-hand side of eq 10 is then expressed as:

\[
-k_B \rho_{\text{bulk}}(r_i) \sum_{k=1}^{K} \int \rho(r_{i\text{ns}}) \ln \rho(r_{i\text{ns}}) d\mathbf{r}_{\text{ns}}
\]

\[
= -k_B \rho_{\text{bulk}}(r_i) V \sum_{k=1}^{K} \rho(r_{i\text{ns}}) \ln \rho(r_{i\text{ns}})
\]

(11)

The pairwise correlation integrals can be discretized in an analogous fashion; e.g., the first pairwise MI term in eq 9 would be expressed as:

\[
k_B \rho_{\text{bulk}}(r_i) \int \rho(r_{i\text{ns}}) \ln \rho(r_{i\text{ns}}) d\mathbf{r}_{\text{ns}} \rho(r_{i\text{ns}}) d\mathbf{r}_{\text{ns}}
\]

\[
= k_B \rho_{\text{bulk}}(r_i) \left[ \int \rho(r_{i\text{ns}}) \ln \rho(r_{i\text{ns}}) d\mathbf{r}_{\text{ns}} \rho(r_{i\text{ns}}) d\mathbf{r}_{\text{ns}} \right]
\]

(12)

where \( n \) is the index for all voxels around the central voxel \( k \). Incorporating all discretized terms into eq 9, we obtain
In this work, we focus on the estimation of water–water enthalpy differences (i.e., second parentheses in eq 16, henceforth called $\Delta H_{\text{solv}}$). Yet, solute–solute and solute–water enthalpies can in principle be estimated in a way analogous to that presented here for the water–water contributions.

Specifically, given that the dominant contribution to $\Delta H_{\text{solv}}$ comes from short-range nonbonded interactions between oxygen and hydrogen atoms, we can approximate this quantity as the hydrogen bonding (henceforth, H-bonding) energy of the system. For this purpose, we capitalize on the grid-based nature of the methodology introduced to compute $\Delta H_{\text{solv}}$ as the deviation from bulk water, of the sum of the per-voxel ensemble-averaged H-bonding energy. We compute this energy for every frame in which a water oxygen is in voxel $k$ ($k_{\text{w}}$) and an H-bonding partner is within a spherical ring volume ($V_{\text{ring}}$) of 1.4–2.4 Å around the exact position of that water oxygen. Restated in mathematical terms

$$\Delta H_{\text{solv}} \approx -k_{\text{B}} T \sum_{k} \left( \sum_{\text{hy}} (r) \right)_{\text{frame}} - H_{\text{bulk}}^{\text{solv}}$$

($H_{\text{bulk}}^{\text{solv}}$ is the reference value, corresponding to the total enthalpy of a bulk water simulation at the same temperature and density, and can be computed by setting $\Delta H_{\text{solv}} = 0$ in eq 17. $f(r)$ is an energy function that is dependent upon the distance $r$ between each donor–acceptor pair, and whose parameters were obtained by fitting to water–water interaction energies computed from quantum mechanical (QM) calculations at varying water–water distances.

In brief, a two-water-molecule potential curve was computed in gas phase via the counter-poise corrected MP2/6-311+ +G(d,p) formalism. We restrained the distance between one of the water’s O atom and an H atom on the other water, allowing the waters to adopt the lowest energy conformation at each of the fixed distances studied. Nine pairwise potentials were obtained and collapsed into a single potential curve that reached 0 kcal/mol at a separation of 13.9 Å. This curve was then fit to a standard Morse potential

$$f(r) = D_1 (1 - e^{-(r-r_c)})^2 - C_w$$

where $C_w = 5.7642$, $D_1 = 5.3441$, $a = 1.4952$, and $r_c = 1.9070$. Note that $r_c$ corresponds to the average O–H H-bonding distance for bulk water, which changes depending on the water model. A very good fit to the QM calculations was achieved ($R^2 = 0.9995$) for the distance range of interest.

This simple potential exploits the cancellation of errors due to the overestimation of interactions at short-range and the neglect of interactions longer than the H-bond cutoff, to provide a fast, yet accurate, estimate of the solvation enthalpy (see Results).

Considerations toward Practical Implementation of the Proposed Expressions. Solvation Entropy - Approximations. The evaluation of all contributions to the solvation entropy is currently a very challenging computational task. This complexity calls for the use of practical implementations that can still maintain accuracy. Accordingly, we identify approximate solutions by neglecting the third-and-higher order terms in eq 8. The adequacy of this approximation is supported by related work, a which within the context of entropy calculations concludes that third-and-higher order terms appear to account only for $\sim 10\%$ of the thermodynamic properties of water.
Furthermore, calculation of the discretized pairwise MI contributions (see eq 12) can readily become intractable with the current computational capabilities. Therefore, the summation on the right-hand side of eq 12 (as well as those corresponding to the remaining $I_2$ terms) is limited here to the vicinity of each voxel

$$
k_{bulk}^0(r_x, r_y) V^2 \sum_{k=1}^{K} \left[ \sum_{s \in W} \bar{p}(r_{sx, sy}, r_{sx, sy}) k \ln \left( \frac{\bar{p}(r_{sx, sy})}{\bar{p}(r_{sy, sy})} \right) \right]
$$

$$
\approx k_{bulk}^0(r_x, r_y) V^2 \sum_{k=1}^{K} \left[ \sum_{s \in W} \bar{p}(r_{sx, sy}, r_{sx, sy}) k \ln \left( \frac{\bar{p}(r_{sx, sy})}{\bar{p}(r_{sy, sy})} \right) \right]
$$

(19)

where $W$ is a voxel subspace of the entire space comprised by $K$ voxels. The optimal value of $W$ is that which provides a satisfactory approximation to the exact per-voxel entropy at a reasonable computational cost. This is contingent upon the rate at which the correlations decay as $W$ is extended, which can differ for each entropy contribution.

Accordingly, eq 14 is reduced to

$$
\Delta S_{solv} \approx -k_{bulk} V \sum_{k} \left( \frac{N_{ox}^k}{\rho_{bulk}^k V N_f} \ln \left( \frac{N_{ox}^k}{\rho_{bulk}^k V N_f} \right) \right)
$$

$$
- k_{bulk} V \sum_{k} \left( \frac{N_{hy}^k}{\rho_{bulk}^k V N_f} \ln \left( \frac{N_{hy}^k}{\rho_{bulk}^k V N_f} \right) \right)
$$

$$
- k_{bulk} V \sum_{k} \left[ \sum_{s \in W} \left( \frac{N_{ox}^{ks}}{(\rho_{bulk}^k V N_f) N_f} \ln \left( \frac{N_{ox}^{ks}}{(\rho_{bulk}^k V N_f) N_f} \right) \right) \right]
$$

$$
- \frac{1}{2} k_{bulk} V \sum_{k} \left[ \sum_{s \in W} \left( \frac{N_{hy}^{ks}}{(\rho_{bulk}^k V N_f) N_f} \ln \left( \frac{N_{hy}^{ks}}{(\rho_{bulk}^k V N_f) N_f} \right) \right) \right]
$$

$$
\left( \frac{\rho_{bulk}^k V N_f}{N_f} \right)
$$

(20)

Pairwise MI calculations are limited here to a subspace $W$ comprised of $n = 15,624$ voxels, namely, those that are fully or partially encompassed by a sphere of 6 Å radius around center voxel $k$ (i.e., $r_{dist} = 6$ Å). The adequacy of this cutoff (after which pairwise correlations are assumed to be negligible) is supported by the marked dampening observed for radial distribution functions of pure water (herein RDFs), gOO, gOH, and gHH, at such distance from the center particle. Figure 1 shows plots of these RDFs, resolved experimentally in Figures 3–5 of the cited publication. Ensuing studies involving solutes might require adjustment of this value.

**Reduction in the Uncertainty of Calculations.** The noise introduced as a result of deficient sampling leads to fluctuations/deviations from the actual thermodynamic values for bulk and nonbulk solvation. The concomitant uncertainty can both hamper the identification of hot spots and swamp the overall values obtained upon summation over the millions of small voxels comprising the entire grid for a solvated protein system. The latter effect is related to the well-known challenge of accurately computing small differences between large numbers (e.g., when carrying out free energy calculations of biomolecular systems) and encourages the use of approaches to increase the signal-to-noise ratio of our calculations.

We have developed a “filtering” scheme in which we isolate the signal from higher-than-bulk and lower-than-bulk solvation by zeroing out bulk-like entropy and enthalpy contributions. Two alternatives have been evaluated toward this end. In the first, we

1. Carry out a reference unrestrained bulk water simulation.
2. Calculate per-voxel solvation entropies and enthalpies across the whole grid, via eqs 20 and 17, respectively.
3. Fit a Gaussian distribution to the solvation entropy data and another one to the solvation enthalpy data.
4. For each case, identify a minimum cutoff of the standard deviation (expressed as the normalized quantity over the absolute standard deviation; i.e., $\sigma_{cut}^{\Delta S_{solv}} = (\sigma^{\Delta S_{solv}})/(\sigma^{\Delta S_{solv}})$ and $\sigma_{cut}^{\Delta H_{solv}} = (\sigma^{\Delta H_{solv}})/(\sigma^{\Delta H_{solv}})$) for which the summation of the values that lie outside of such cutoff is effectively zero ($<10^{-2}$ kcal/mol).
5. Perform a simulation of interest under the same conditions as the reference bulk water run.
6. Calculate the per-voxel solvation entropies and enthalpies of this new simulation, via eqs 20 and 17.
7. Use the bulk-water cutoffs obtained on step 4 to filter the solvation entropy and enthalpy data computed on step 6, by neglecting the contribution of those voxels whose $\Delta S_{solv}$ and $\Delta H_{solv}$ fall within the range delimited by $\sigma_{cut}^{\Delta S_{solv}}$ and $\sigma_{cut}^{\Delta H_{solv}}$, respectively.

As a second more efficient alternative, we extract $\sigma_{cut}^{\Delta S_{solv}}$ and $\sigma_{cut}^{\Delta H_{solv}}$ directly from the simulation of interest and use these cutoffs to zero out the bulk-like solvation of that same simulation. For this scheme, the box size should be sufficiently large so that the majority of the waters have bulk-like thermodynamic properties (ensuring that the dominant peak for each term, to which a Gaussian distribution is fit, corresponds to bulk). Indeed, the latter requirement is naturally fulfilled when considering a volume of voxel subspace ($W$) such
that second order entropic correlations are captured with satisfactory accuracy.

Both filtering schemes were compared via preliminary analyses of enthalpies and first and second order entropies obtained from 100 ns MD simulations (results not shown). The latter led to excellent agreement between both alternatives, readily suggesting the use of the second one as the standard choice for all ensuing calculations. The previous analysis also led to the selection of $\sigma_{\text{filt}} = 6$ and $\Delta \sigma_{\text{filt}} = 5$ as suitable values for the present study.

It is important to mention that filtering should be carried out separately for each entropy term (e.g., first order O entropy, second order O–H entropy, and so forth), prior to adding these quantities to obtain a value of the total entropy. This is because straight summation of the “unfiltered” terms, each of which contains a considerable amount of bulk-like noise, will lead to loss of the nonbulk-like signal contributed by each individual term, resulting in an inaccurate value of total entropy.

Altogether, the practice described above filters out the contribution from voxels where the signal is indistinguishable from the noise (i.e., singles-out those voxels that are statistically significant relative to bulk solvent), allowing not only for easier visualization of the effectively relevant solvent regions within the grid but also improving the accuracy of the global $\Delta S_{\text{sub}}$ and $\Delta H_{\text{sub}}$ estimates (i.e., those obtained by summation of all per-voxel quantities). The effect of filtering thermodynamics distributions is discussed in the Results section.

Computational Details. Systems of 10,012 TIP3P water molecules with 0, 1, or 2 water oxygens restrained by means of a stiffness force constant $k = 100 \text{kcal/mol}/\text{Å}^2$ (for all cases) were arranged into a cubic periodic box, minimized, and equilibrated at 300 K for 500 ps. These were used as starting points for production MD simulations at 300 K within the NPT ensemble, which were run for either 50 or 100 ns. All MD simulations were performed using the Amber12 software package, with a frame rate of 0.1 ps and a time step of 2 fs. Constant temperature and pressure were, respectively, maintained by means of the Berendsen thermostat and the Berendsen barostat with isotropic position scaling. The time constant for heat bath coupling and the pressure relaxation time were both set to 2 ps.

The resulting MD trajectories were used to compute solvation entropies and enthalpies via eqs 20 and 17, respectively. For this purpose, we developed algorithms for efficient extraction of the required probability distributions, which we integrated into an in-house software package called WATMD. This package is customarily employed in our lab to characterize solute–solvant dynamics and has proven useful for ligand design and elucidation of mechanistic insights of biophysical processes. Details on WATMD can be found in ref 1.

Our thermodynamic calculations were carried out on MD trajectories representing a single image of the periodic solvent box. Hence, those voxels located near the edges of the box exhibit occupancies (both marginal and joint) that are distorted by the absence of contiguous images. Accordingly, to ensure proper calculation of the quantities of interest, we focus our analysis on a subvolume of the solvent box, corresponding in this work to those voxels at least 14 Å away from any box edge; this amounts to 2,570 waters. Complementary analyses (data not shown) confirmed that the filtering procedure leads to estimates that are highly robust to changes in the size of this subvolume, granted that the cutoff is larger than 10 Å from any box edge. MATLAB was used to isolate and filter the subvolume, yielding the results reported in the following section.

RESULTS

The current work focuses on the estimation of $\Delta S_{\text{sub}}$ from water-only simulations.

To assess the accuracy of the approach presented above, we initially calculate overall values of the excess enthalpy and entropy of pure water and obtain an estimate of the solvation free energy of a water molecule in bulk. This is achieved by means of sets of simulations with one stiffly restrained water oxygen or without restraints.

Subsequently, we study two systems (each with two restrained water oxygens) whose solvation fields are either correlated or uncorrelated, to highlight the wealth of information contained in their detailed solvation structures, which for the general case can be critical to improve the efficacy of drug design.

Excess Enthalpy and Entropy of Pure Water. An excess property represents the difference between the value of a thermodynamic property $M$ of a real solution at a specified $T$, $P$, and composition and that of an ideal solution under analogous conditions:

$$M^E = M - M_{\text{ideal}}$$

The excess entropy, $S^E$, is equivalent to

$$S^E = S - S_{\text{ideal}} \approx S^{(2)}$$

We approximate $S^{(2)}$ as the second-order truncation of the solvation entropy (i.e., $D = 2$ in eq 8).

Theoretical estimates of $S^E$ for pure water have previously been obtained by integration of the RDFs. In these analyses, the change in entropy relative to the ideal molecular fluid is computed based on the order established upon fixing the position of a single water molecule of the system. Accordingly, in this work we compute the per-water $S^E$ as the filtered value (see Methods) of the solvation entropy extracted from pure water simulations in which a single water oxygen has been restrained via a stiff harmonic potential. Specifically, a 100 ns run was used to obtain the statistics up to 1 million frames (0.1 ps frame rate), and 20 50 ns simulations were used to gather data up to 10 million frames. The use of multiple shorter (in this case 50 ns) simulations, each of which is assigned a different seed for the initial velocities at the production stage, can lead to better sampling and improved computational efficiency. In the present case, the value of $S^E$ at 1 million frames extracted from the 100 ns simulation coincides with that obtained from two 50 ns simulations, suggesting that sampling is comparable in both instances (such that the latter strategy primarily aids computational efficiency).

Our calculations are referenced to a uniform distribution of uncorrelated oxygens and hydrogens, which we believe provides a more comprehensive standpoint relative to other methods, given that it inherently accounts for intramolecular entropy (see Discussion). Yet, direct comparison between our estimate of $S^E$ and available experimental values requires the exclusion of the entropic cost of forming all water molecules, which corresponds to the difference between our higher entropy reference state and an ideal fluid of uniformly distributed water molecules. We account for this difference by neglecting the following: 1) the first order H contribution of $H_{\text{ref1.}}$
those voxels that are one or two voxels away from the voxel containing the restrained particle and 2) the O−H and H−H MI terms of those voxels that are at most two or three voxels away from the central voxel, respectively. Each voxel is either included or excluded in the calculation, leading to a cubic exclusion volume around the central voxel. This procedure effectively excludes the translational entropic cost of forming the two O−H bonds and the orientational entropic cost arising from the H−O−H angle; i.e., the first peak of the O−H and the H−H RDFs (see Figure 1). Note that the number of voxels to be disregarded depends on the voxel size employed (in this case, $0.5 \text{ Å}$) and involves an added approximation to our calculation. Appendix C, Supporting Information presents an analysis from which we obtained a rough estimate of the error in $S^E$ resulting from ignoring the aforementioned entropic contributions of neighboring voxels; we estimate the error to be around 0.3 kcal/mol.

In addition, comparison with the experimental $S^E_\text{exp}$ requires that the entropic cost attributable to fixing the reference particle is also omitted from the calculation. For a stiff restraint, the latter corresponds predominantly to the marginal entropy of a very small number of voxels that are visited by the restrained atom.

Figure 2 displays convergence plots of the marginal entropies and mutual information terms, as well as the sum of all such contributions to $S^E$ (i.e., $S_{\text{fix}}, S_{\text{hy}}, I_{(\text{ox},\text{hy})}, I_{(\text{ox},\text{ox})}, I_{(\text{hy},\text{hy})}$) and $I_{(\text{hy},\text{ox})}$) converge at a varying pace. Figure 2 shows that by 2 million frames the faster converging first order entropies and the H−H MI term have stabilized within 90% of the value at 10 million frames. In contrast, the O−H and O−O MI terms have reached 75% and 81% of the corresponding values at 10 million frames. Potential ways to improve convergence are discussed later in this work. Yet, we highlight here the benefit of the filtering approach relative to an “unfiltered” case in which $S^E$ is simply calculated as the difference with respect to a bulk water simulation, i.e. $S^E \approx \Delta S_{\text{bulk}} - \Delta S_\text{marg}$. Figure 3 shows that this choice leads to a value of $T S^E$ that by 2 million frames is already 3.7 kcal/mol lower than the experimental value, and whose O−O MI term is still negative. As expected, the effect of filtering is less dramatic for faster-converging quantities, such as marginal entropies.

The excess enthalpy, $H^E$, is in turn equal to

$$H^E = H - H^{\text{ideal}}$$

(23)

The enthalpy of the real solution ($H$) is equivalent to $H^E$ since all energetic interactions are zero in an ideal solution. Thus, for pure water under physiological conditions, $H^E$ should correspond to the value extracted from bulk water simulations at 300 K. We initially computed this quantity via brute force (i.e., no filtering) estimation of $H^E_{\text{bulk}}$ via eq 17. We then normalized the result by the amount of water in the subvolume analyzed to enable comparison with the experimental per-water value reported by Wagner and Pruski.35 Figure 4 shows fast and accurate convergence of our $H^E$ estimate to the target value of $−10.51$ kcal/mol;35 the equilibrium value from simulation is $−10.54$ kcal/mol.

Alternatively, a more stringent calculation of $H^E$ can be performed to test the ability of our approach to filter out bulk-like enthalpy contributions. To accomplish this, we analyzed the trajectories with one fixed water oxygen that were used for calculation of $S^E$. The filtered enthalpy in this case should still be equal to $H^E$, since bulk-like enthalpy (and thus zero contribution to $H^E$) is expected for all but the translationally fixed water. We note that fixing a water oxygen is equivalent to aligning all frames with respect to that particle, a practice that clearly does not alter the per-frame enthalpy of the system (i.e., the restraining work is solely entropic in nature). Figure 5 illustrates the convergence of $H^E$ for this scenario, which by 10 frames has reached 75% of the equilibrium value with a difference of 0.2 kcal/mol.
The excess free energy ($G^f$) computed from our filtered one-oxygen restraint simulations is $G^f = H^f - TS^f = -10.78 + 3.76 = -7.02$ kcal/mol at 10 million frames, whereas the corresponding experimental value is $-6.33$ kcal/mol.$^{35}$

**Thermodynamic Properties of Two-Oxygen Restrained Water Systems.** We evaluated the ability of the proposed methodology to enable solvation thermodynamics interpretations at the local level (e.g., within a binding site), while still providing consistent estimates of those quantities for the total system. To this end, two pure water systems were studied, each with two stiffly restrained water oxygens ($k = 100$ kcal/mol/Å$^2$), which still allows for free rotation of these molecules. The restrained particles are either $\sim$10.8 Å (case 1) or $\sim$4.3 Å (case 2) apart from each other. For the first case, the constrained particles are sufficiently far that their respective solvation fields are effectively independent, whereas for the second case both solvation fields would be highly correlated. Each system was run for 100 ns (1 million frames), an extent that is considered suitable for portraying relevant features of the solvation structures at the local level. The resulting trajectories were postprocessed to obtain the corresponding thermodynamic values.

Concerning case 1, the fixed particles should produce decorrelated nonbulk solvation fields; therefore, the global thermodynamic properties must correspond to two times the excess quantities computed for the same number of frames. Indeed, for 1 million frames we found that $T\Delta S_{solv} = 2.07 \ast S^f = -5.32$ kcal/mol, $\Delta H_{solv} = 2.02 \ast H^f = -26.18$ kcal/mol, and $\Delta G_{solv} = -20.86$ kcal/mol (note that the excess quantities at 1 million frames, used here for comparison, differ from the converged values; see Figures 2 and 5). The fact that both fields are decoupled is verified by visualization of the nonbulk per-voxel entropy and enthalpy of the system. Figure 6 also shows that the enthalpic contributions ($\Delta H_{solv}$), which are favorable relative to bulk, stem primarily from the direct interaction between those voxels encompassing the restrained oxygens and the first solvation shell (i.e., large translucent green spheres). Conversely, the entropy is distributed radially away from each of the fixed particles.

Visualization of the different entropic contributions offers relevant details on how the solvation structures are shaped by interatomic correlations and facilitates mapping of these structures to experimental RDFs for pure water under the same conditions (see Figure 1). Figure 7 illustrates the solvation entropy field produced by one of the restrained water oxygens, dissected into marginal (Figures 7A,B), pairwise MI (Figures 7C–E) and total (Figure 7F) contributions. The higher-than-bulk occupancy structure for nonbulk entropy voxels is also included in Figure 7G, as a reference for the entropy structures. Figure 7A ($S_{ox}$) displays an isotropic ring of unfavorable (i.e., red color) solvation entropy associated with the first peak of the O–O RDF. In turn, $S_{ox}$ (Figure 7B) is characterized by an inner region of favorable solvation...
The second case, in which two water oxygens are restrained at ~4.3 Å from each other, allowed us to study how global estimates and local structures change when both solvation fields interact. We remark that certain specifics of these results may vary with more thorough sampling; yet, our analysis at 1 million frames is considered suitable for describing overarching differences between the two cases inspected. We find that the overall entropy and enthalpy of the system are lower than the previous case. This denotes an enthalpy gain that is offset by a stronger correlation between the fields: TΔS_{solv} = −6.03 kcal/mol and ΔH_{solv} = −27.67 kcal/mol. Hence, some compensation is observed, leading to ΔG_{solv} = −21.64 kcal/mol, which is only ΔΔG_{solv} = −0.78 kcal/mol more favorable than the fully decorrelated system (see case 1, where ΔG_{solv} = −20.86 kcal/mol).

We now examine the per-voxel structures of the total entropy (Figure 8A), enthalpy (Figure 8B), and free energy (Figure 8C). These are referenced to the higher-than-bulk occupancy of those voxels with non-negligible free energy (Figure 8D).

Figure 8A illustrates two symmetric colliding entropy fields with a vertical symmetry interface characterized by voxels with overall unfavorable entropy of ~1.37 kcal/mol. Conversely, Figure 8B shows that this interface affords an important enthalpy gain, estimated at around ~3.42 kcal/mol. This is consistent with the high oxygen occupancy in that region (see Figure 8D), resulting from persistent H-bonding between the hydrogens of the restrained waters and the oxygens of neighboring molecules. The net result is a favorable free energy interface (see Figure 8C).

A second interesting feature arises along the plane bisecting the solvation fields; namely, the existence of two peripheral concentric rings with net favorable free energy (two outermost rings in Figure 9C), the smaller one resulting from favorable enthalpy (outermost ring in Figure 9B) and unfavorable entropy (second largest ring in Figure 9A), and the larger one...
Figure 9. Per-voxel nonbulk structure of (A) $\Delta S_{\text{solv}}$, (B) $\Delta H_{\text{solv}}$, and (C) $\Delta G_{\text{solv}}$. These views correspond to a 90-degree rotation of Figures 8A–C, along the $x$-axis. The enthalpy has been scaled by a smaller factor relative to Figure 8B, to allow visualization of the outermost ring. In accordance with this rescaling, the enthalpically favorable inner ring in (B) corresponds to the enthalpically favorable outer rings in Figure 8B. Sphere color and size is the same as in Figures 6 and 7. A reference length-scale has been provided in (A).

solely from favorable entropy (outermost ring in Figure 9A). These can also be discerned in Figures 8A–C as clusters of spheres directly above and below the vertical interface discussed in the previous paragraph. These rings represent the propagation of nonbulk correlations/interactions into the second solvation shell, effects that are nearly absent when the fields are decorrelated (e.g., case 1). Note that Figures 8 and 9 display the logarithm of each quantity; thus, it can be inferred from these figures that the two second-shell rings provide a markedly lower contribution to the overall free energy, relative to the enthalpy of the fixed particles or the enthalpy of the direct interface between the fields. Nevertheless, in the general case, second and higher-shell effects that disseminate to large portions of space may have a sizable impact on ligand design and should therefore be carefully scrutinized.

As a final observation, the phenomenon of entropy-enthalpy compensation is suggested in Figure 9 by the palpable superposition of shells of favorable enthalpy and unfavorable entropy, which offset each other with the concomitant effect on the free energy.

**DISCUSSION**

We have introduced a methodology for calculating solvation entropies, enthalpies, and free energies, which is rooted in the study of water oxygen and hydrogen correlations/interactions. Our results suggest that the discretized expressions derived from our postulates are suitable for estimation of these thermodynamic quantities, both globally and around local regions of interest. Furthermore, for the general case, the viewpoint introduced offers particular advantages over related grid-based or site-based techniques. These include the following:

1) A more tractable algorithm for calculation of second and higher-order solvation entropies, relative to those based on the analysis of molecular positions and orientations. In particular, potential inaccuracies resulting from the summation of entropies that are computed via two distinct distance metrics (e.g., positional and orientational) are avoided. Moreover, we anticipate that convergence of $\Delta S_{\text{solv}}$ for large systems will be faster when circumventing the highly complex process of computing accurate probability densities from relative orientations between waters. In general, the derived thermodynamics expressions can also be employed to postprocess water oxygen–hydrogen density data obtained from other techniques (e.g., 3D-RISM).

2) The entropy expressions derived in this work are not founded on (but are naturally related to) IST; more explicitly, our derivation is not conceptually built around the use of radial distribution functions. Thus, future attempts to extend our theory to the estimation of solute–solvent free energies (ongoing work) would likely be independent of the fixed-solute requirement inherent in IST. In general, allowing solute motions should lead to a more representative solute–solvent structural ensemble relative to the use of fixed solute. In addition, flexible-solute simulations can expedite recognition of incorrect solvent structures (arising, for instance, from inappropriate charge assignments) given that the resulting ensemble-averaged structures should overlay satisfactorily onto the corresponding high-resolution crystals, when available. More laborious fixed-solute schemes in which various representative states are sampled in parallel might be an appealing alternative to flexible-solute analyses. Nevertheless, these involve costly preliminary steps including initial sampling runs, clustering toward identification of a representative structure for each state, and proper weighting of the probability density of each state. It may be argued that a single flexible-solute simulation affords deficient sampling of solvent states relative to multiple fixed-solute analyses of diverse conformations. To overcome this potential limitation, our standard protocol includes running multiple parallel simulations with perturbed initial velocities, as implemented in this work and elsewhere.

3) The ability to capture relative differences in intramolecular entropy resulting from molecular vibrations, which are directly linked to the first peak of the O–H and H–H RDFs. This is only relevant when using flexible-water models (which should lead to more detailed results due to their ability to capture intramolecular motions), given that intramolecular contributions cancel out when using rigid-water models to compute $\Delta S_{\text{solv}}$. Note that the use of our approach to compute $\Delta G_{\text{solv}}$ from flexible-water simulations would require both retaining the unfavorable entropic cost of covalently forming all water molecules and including all favorable covalent bonding energies (formation of a water molecule is an exothermic process), which are not encompassed by eq 17.

The value of the excess entropy computed for pure water, resulting from the sum of two marginal and three pairwise terms, exhibits good agreement with experiment. Our results support the notion that third-plus order terms do not contribute significantly to the overall entropy estimate; yet, plausible scenarios for which higher order terms are relevant should not be discounted, and follow-up efforts to characterize these circumstances may be advantageous. Note that the lower entropic cost observed in our calculations is likely due to the fact that for voxel sizes of 0.5 Å the actual probability density of each voxel is still smoothed out. A simple analysis of the experimental RDFs of pure water, in which the one-dimensional data is binned into distances of varying magnitude, suggests that highly uniform probability densities will be achieved only for voxel sizes that are $\leq 0.1$ Å. The use of such a high-resolution grid is, however, not feasible in light of our current computational capabilities.

Concerning the excess enthalpy, it is encouraging to find that a simplified H-bonding distance algorithm leads to values that are in good agreement with experiment. Interestingly, other approaches encompassing the full spectrum of interaction energies can potentially lead to higher uncertainty, due to their direct dependence on force field energies and/or due to
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noise present in the brute-force sum (i.e., nonfiltered) of energetic contributions. Forthcoming studies will be carried out to test the robustness of our approach and to suggest more efficient protocols for the more general case of solute—solvent analysis.

The methodology introduced supports detailed (i.e., per-voxel) visualization of all-occupancy solvation thermodynamics structures, capability that is also accessible via rigid-solute approaches such as GIST.9,10 Yet, structures obtained by means of oxygen–hydrogen decomposition not only facilitate identification of the directionality of H-bonding networks within and around a protein but can also promote better understanding of interatomic correlations by direct inspection of solvation structures derived from individual contributions.

The present study suggests that neglect of per-voxel bulk-like solvation entropies and enthalpies can significantly improve the convergence and accuracy of the overall estimates. In addition, filtering has favorable implications for visualization toward design, given that only a limited number of thermodynamically relevant voxels needs to be considered. Conversely, we observed that uncertainty can emerge from this procedure if the normalized standard deviation cutoffs are smaller than 4 (in which case some unwanted bulk-like noise will be included in the calculation) or larger than 6 (in which case some nonbulk-like solvation will be excluded from the calculation). Alternate, potentially superior algorithms for effective reduction of the noise in our calculations may be explored in the future. More so, we consider that other solvation analysis techniques may also benefit from this, or similar, practices.

Comparison between our estimate of $S^\Delta$ and the corresponding experimental value entails the exclusion of the entropic cost arising from the presence of intramolecular interactions. In this first implementation of the proposed theory, we carry this out by ignoring the contribution of two or three-voxel shells around the center voxel, depending on the case. The error inherent in this approximation appears to be small, based on the good agreement with experiment and on the magnitude of the uncertainty estimates presented in Appendix C, Supporting Information. Nevertheless, it is possible that this practice leads to appreciable inaccuracies upon using this approach to validate experimental solvation thermodynamic measurements of more complex systems. Therefore, other alternatives that can effectively minimize or even eliminate this uncertainty will be explored in ensuing publications. Possible avenues toward improving accuracy include reducing the voxel size (this requires increasing the efficiency of our calculations), keeping track of the covalently bonded atoms on a per-frame basis in order to more precisely disregard the corresponding contributions, and directly subtracting the intramolecular entropy of the homogeneous fluid from any simulation of interest. The latter option would altogether obviate the need to employ exclusion volumes. Overall, it is important to remark that it is not necessary to omit intramolecular interactions when computing relative entropy or, more generally, free energy differences between two systems, which is the dominant practice in in silico drug discovery.

Convergence of thermodynamic quantities proved to be a challenging task. The computational cost of reasonable convergence of the pairwise MI terms (see Figure 2) and thorough noise reduction (see Figure 5) is on the order of millions of frames. This bound is not expected to be much higher when studying more complex cases, because bulk-like voxels are potentially more difficult to equilibrate (i.e., the limiting case) than regions experiencing stronger correlations, granted the absence of long-scale conformational changes. For the systems studied (comprising 10,012 water molecules, which is enough to solvate a medium-sized globular protein) we find that an ∼2 million-frame ensemble is necessary to reach satisfactory convergence (e.g., both excess entropy and enthalpy are within 1 kcal/mol of experiment). This process requires approximately 2 days upon intensive use of our existing capabilities (parallel MD simulations on 20 NVIDIA GTX 780 GPUs, followed by fully parallel postprocessing runs on ∼100 Intel Xeon E5–2660 @ 2.20 GHz processors). Ongoing studies in our lab are aimed at identifying the minimum simulation frame rate and run-time needed for optimal parallelization of our calculations. As a straightforward alternative, efficiency could in principle be boosted by increasing voxel size and/or reducing the value of $r_{\text{data}}$. Regarding the voxel size, a value of 0.5 Å is currently considered appropriate given that it guarantees the presence of only one atom within a single voxel at each frame (therefore ensuring the absence of mutual information inside the voxel itself), while still leading to reasonable postprocessing times and memory requirements. In turn, decreasing $r_{\text{data}}$ might be applicable only on a case-by-case basis; to this end, supporting studies on systems of interest for drug discovery should be performed. More broadly, enhanced data processing schemes enabling improved convergence will also be tested in future work.

**FINAL REMARKS**

Several advancements have been made in recent years concerning the efficacy of well-established free energy methods, enabling their systematic use as virtual screening tools. Nevertheless, most of these techniques have limited use in rational design because they are restricted to estimation of the system’s total free energy, which provides only indirect insights concerning the effects of ligand modifications.

A conceivably more attractive avenue toward efficient in silico identification of potent molecules is the exploration of methodologies that afford thermodynamics-based phenomenological understanding of solute and solvent interactions at local regions of interest (e.g., within a binding pocket and between the pocket and ligand substructures). Indeed, alternative methods are available, which appear to be useful for ligand design10,39−41 despite their focus on analysis of solvation thermodynamics.37,12,14−17 However, several challenges (discussed in the Introduction section) need to be addressed prior to extending such approaches to account for all contributions to the free energy, particularly concerning improvements in accuracy/efficiency without the use of empirical parametrization (which can hamper the general applicability of these techniques). This work represents a step forward in this direction.

The methodology presented, which was evaluated herein for pure water, can provide both local and global estimates of the solvent free energy using all-occupancy statistics extracted from flexible-solute simulations (these will be considered in future work). Solvent free energy estimates are derived using an innovative perspective of solvating water wherein interatomic interactions/correlations between oxygens and hydrogens are evaluated, which facilitates calculations relative to analyses built upon translational and orientational correlations between water molecules.10−10 The excess enthalpy and entropy of pure water is properly reproduced via postprocessing of MD runs with thousands of molecules; this is a fundamental test that lays a
solid foundation for the efficacious study of solvated systems relevant to drug discovery. Variations in the local and global enthalpy, entropy, and free energy between water systems with correlated versus decorrelated inhomogeneous solvation structures were also examined. The ability of our approach to isolate the contributions of individual solvating water molecules and networks thereof provides, in the general case, the basis for detailed structural and mechanistic studies essential for understanding flexible protein–ligand binding.

The expressions proposed herein will be adopted as a basis for iterative design practices, in which local solvation thermodynamic quantities are used to guide changes in the solute/ligand (e.g., aimed at displacing free energetically unfavorable or avoiding favorable solvation), whose effect is assessed by means of iterative simulations/analysis, design (based on solute–solvent reorganization), synthesis, and experimental testing. This process, when carried out until a satisfactory solute–solvent structure has been attained, can noticeably improve the chance of identifying promising candidates.

Looking forward, additional work is necessary to further assess the accuracy of the proposed methodology in its current state. This involves exploring improved filtering protocols as well as practices that would allow us to relax some of the assumptions/approximations that are presently in place. In addition, the computational cost required for convergence of thermodynamic quantities via the current histogramming protocol may, to some extent, hinder the systematic use of our methodology for virtual screening. Therefore, research in progress includes exploration of alternate statistical analysis techniques, such as the k-Nearest-Neighbors algorithm which has been previously evaluated within the framework of IST-derived approaches.9,42

Prospective research also includes the estimation of solvation enthalpies and entropies of small solutes, host–guest complexes, and protein–ligand systems, with the primary goal of partitioning the relative contributions of solvation free energies into the association and dissociation barriers (i.e., to \( k_{\text{on}} \) and \( k_{\text{off}} \)). Related efforts have been previously carried out by our group,3,13,40,43 suggesting that water–water interactions play a dominant role (as a “free energy reservoir”) during the binding process. More general theoretical inquiries, such as the degree of coupling between solute and solvent entropies and entropy-enthalpy compensation, can also be explored by complementing the proposed methodology with techniques such as alchemical or PMF free energy methods or algorithms for estimation of configurational entropies and energies.

Overall, we believe that this type of structure-free energy analyses can enhance the role of computational chemistry in the pharmaceutical industry, with the potential to more consistently deliver drug-like ligand designs than those efforts supported by more traditional molecular modeling techniques.
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